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"PRECOG: PREdiction Conditioned On Goals in Visual Multi-Agent Settings” [Rinhart+ (Carnegie Mellon Univ) , ICCV19]

Objective: Develop a probabilistic forecasting model to predict future interactions between multiple agents (vehicles) by understanding the goals of a

controlled agent, in this case, an Autonomous Vehicle.

Methodology: The model uses real and simulated data to forecast vehicle trajectories based on past positions and LIDAR data. It performs both

standard forecasting and conditional forecasting, which predicts how all agents will likely respond to the goal of a controlled agent.

Model Implementation and Experiments: The paper describes the implementation of a factorized flow-based generative model called "Estimating

Social-forecast Probabilities" (ESP) and a goal-conditioned forecasting method called "Prediction Conditioned on Goals" (PRECOG).

RHINEHART, Nicholas, MCALLISTER, Rowan, KITANI, Kris, Sergey LEVINE. PRECOG: PREdictions Conditioned On Goals in Visual Multi-Agent Scenarios.

 ICCV (2019), code, link

Forecasting on nuScenes [4]. The input to our model is a high-dimensional

LIDAR observation, which informs a distribution over all agents’ future

trajectories.

Conditioning the model on different Car 1 goals produces different

predictions: here it forecasts Car 3 to move if Car 1 yields space, or

stay stopped if Car 1 stays stopped.

https://github.com/nrhinehart/precog
https://arxiv.org/pdf/1905.01296.pdf
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"A Generalist Agent"  (GATO) [Reed+ (DeepMind), Transactions on Machine Learning Research (11/2022) ]

Approach: Gato, the agent, can perform a wide range of tasks, including playing Atari games, captioning images, chatting, and manipulating objects

with a robotic arm. It decides what outputs to generate (text, joint torques, button presses, etc.) based on its context.

Methodology: The model uses a transformer neural network similar to large-scale language models. It's trained to handle various data types by

serializing them into tokens, including images, text, proprioception, joint torques, button presses, and other actions.

Performance Analysis: It demonstrates Gato's capabilities in various simulated control tasks, robotics, and text samples, showing that the model

can achieve impressive results across different domains.

REED, Scott, ZOLNA, Konrad, PARISOTTO, Emilio, et al. A generalist agent, arXiv preprint arXiv:2205.06175, 2022

unofficial code, link

https://github.com/kyegomez/GATO
https://arxiv.org/pdf/2205.06175.pdf
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"Mastering Chess and Shogi by Self-Play with a General Reinforcement Learning Algorithm" [Silver+ (DeepMind), arxiv
preprint17]

Objective: The development of AlphaZero, a single algorithm capable of learning and achieving superhuman performance in chess, shogi, and Go through

self-play, without domain knowledge other than the game rules.

Methodology: AlphaZero uses a deep neural network and a general-purpose Monte Carlo tree search (MCTS) algorithm. It learns strategies and tactics

entirely from self-play without prior knowledge.

Results: Within 24 hours, AlphaZero achieved a superhuman level of play in all three games and convincingly defeated world-champion programs in each

case.

General Reinforcement Learning Algorithm: AlphaZero represents a significant shift from specialized, domain-specific AI to a more generalist approach. It

does not rely on historical data but learns from scratch through self-play.

Deep Neural Networks and MCTS: AlphaZero combines deep neural networks with a powerful search algorithm (MCTS), enabling it to evaluate and decide

on the most promising moves in complex game scenarios.

SILVER, David, HUBERT, Thomas, SCHRITTWIESER, Julian, et al. Mastering chess and shogi by self-play with a general reinforcement

learning algorithm,arXiv preprint arXiv:1712.01815, 2017, unofficial code, link

https://github.com/suragnair/alpha-zero-general
https://arxiv.org/pdf/1712.01815.pdf
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"Building High-level Features Using Large Scale Unsupervised Learning," [Quoc V. LE+ (Google), ICML13]

Objective: The paper explores building high-level, class-specific feature detectors from only unlabeled data. It aims to answer whether it is possible to learn a

face detector using only unlabeled images.

Methodology: The authors trained a 9-layered locally connected sparse auto encoder with pooling and local contrast normalization on a large dataset of 10

million 200x200 pixel images downloaded from the Internet. 

Results: The results showed that it is possible to train a feature detector for faces without labeled images. The model was robust to translation, scaling, and out-

of-plane rotation and was also sensitive to other high-level concepts like cat faces and human bodies. 

LE, Quoc V. Building high-level features using large scale unsupervised learning ICML, 2013. p. 8595-8598

link

http://static.googleusercontent.com/media/research.google.com/en/archive/unsupervised_icml2012.pdf
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Solving Challenging Math Word Problems Using GPT-4 Code Interpreter with Code-based Self-verification [Zhou+
(MMLab), arxiv preprint2023]

Objective: The study aims to improve the reasoning capability of GPT-4 in solving challenging math problems by introducing constraints on Code

Usage Frequency and implementing a code-based self-verification (CSV) method.

Methodology: The paper explores GPT-4's ability to generate and execute code, evaluate the output of code execution, and rectify its solution. The

authors propose the CSV method, which uses zero-shot prompts to encourage GPT-4 to self-verify its answers using code.

Results: This approach significantly boosts the model's accuracy in solving math problems, as demonstrated by a dramatic increase in zero-shot

accuracy on the MATH dataset (from 53.9% to 84.3%).

ZHOU, Aojun, WANG, Ke, LU, Zimu, et al. Solving challenging math word problems using gpt-4 code interpreter with code-based self-verification.

 arXiv preprint arXiv:2308.07921, 2023, link

https://arxiv.org/pdf/2308.07921.pdf
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GPT4 Technical Report [OpenAI, 2023]

OpenAI, GPT-4 Technical Report.

 2023, link

Description: GPT-4 is equipped with capabilities to understand and generate

responses related to mathematical problems. It can interpret and solve a wide range

of mathematical questions, from basic arithmetic to more complex fields such as

calculus, algebra, and statistics. The model is designed to process textual

descriptions of mathematical problems and provide solutions or explanations in a

human-readable format.

Accuracy Concerns: While GPT-4 is generally reliable, it is not infallible and can

sometimes provide incorrect or misleading solutions, necessitating cross-

verification.

Lack of Intuition: The model does not possess human-like intuition or

understanding, which can be crucial in solving more nuanced or abstract

mathematical problems.

https://arxiv.org/pdf/2303.08774.pdf
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MINEDOJO: Building Open-Ended Embodied Agents with Internet-Scale Knowledge  [Fan+ (NVIDIA), NeurIPS22]

Objective: VOYAGER is developed to continuously explore the Minecraft world, acquire diverse skills, and make novel discoveries without human

intervention.

Methodology: An automatic curriculum maximizing exploration. An ever-growing skill library of executable code for storing and retrieving

complex behaviors. A novel iterative prompting mechanism that incorporates environment feedback, execution errors, and self-verification for

program improvement.

Interaction with GPT-4: VOYAGER interacts with GPT-4 via black box queries, eliminating the need for model parameter fine-tuning.

Results: It achieves significant milestones, such as obtaining 3.3 times more unique items, traveling 2.3 times longer distances, and unlocking key

tech tree milestones up to 15.3 times faster than previous state-of-the-art methods.

FAN, Linxi, WANG, Guanzhi, JIANG, Yunfan, et al. Minedojo: Building open-ended embodied agents with internet-scale knowledge.

Advances in Neural Information Processing Systems, 2022, vol. 35, p. 18343-18362., code, link

https://github.com/MineDojo/MineDojo
https://arxiv.org/pdf/2206.08853.pdf
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EUREKA: Human-Level Reward Design via Coding Large Language Models" [MA+ (NVIDIA), arXiv preprint23]

Objective: The paper introduces EUREKA, an algorithm that uses coding LLMs to autonomously generate reward functions for RL tasks, aiming to

achieve human-level performance in reward design without task-specific prompts or predefined templates.

Approach: EUREKA leverages the code-writing and zero-shot generation capabilities of LLMs to perform evolutionary optimization over reward code,

resulting in rewards that can be used to acquire complex skills through reinforcement learning.

Results: The algorithm outperforms human experts in 83% of tasks across 29 open-source RL environments, showing an average normalized

improvement of 52%. EUREKA also introduces a new gradient-free approach to reinforcement learning from human feedback (RLHF), improving the

quality and safety of generated rewards.

MA, Yecheng Jason, LIANG, William, WANG, Guanzhi, et al.Eureka: Human-level reward design via coding large language models. arXiv preprint

arXiv:2310.12931, 2023., code, link

https://github.com/eureka-research/Eureka
https://arxiv.org/pdf/2310.12931.pdf


10

Learning to Control Self-Assembling Morphologies: A Study of Generalization via Modularity [Pathak+ (Berkeley),
NeurIPS19]

Objective: Primitive agents, or limbs, can link up to solve tasks. Each limb has a neural net controlling the torque applied to its joints, and they can

dynamically link and unlink, changing the agent's shape.

Approach: The policy architecture of these self-assembling agents is represented via dynamic graph networks, aligning with the agent's morphology.

Modular Co-Evolution: Investigating the co-evolution of control and morphology, the research uses a minimalist design for agents and environments,

ensuring natural emergence of complex morphologies.

PATHAK, Deepak, LU, Christopher, DARRELL, Trevor, et al.Learning to control self-assembling morphologies: a study of

generalization via modularity. Advances in Neural Information Processing Systems, 2019, vol. 32., , code, link

https://github.com/pathak22/modular-assemblies/
https://arxiv.org/pdf/1902.05546.pdf
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The Sensory Neuron as a Transformer: Permutation-Invariant Neural Networks for Reinforcement Learning [Tang+
(GoogleBrain), NeurIPS21]

Objective: The paper explores artificial systems that can adapt to sensory substitutions without retraining. It focuses on the development of sensory

networks that can integrate information received locally and collectively produce a globally coherent policy. These systems are also capable of handling

random permutations of their inputs during an episode.

Methodology : The concept of sensory substitution is explored, where the brain uses one sensory modality to supply environmental information typically

gathered by another sense. The paper aims to create artificial systems that rapidly adapt to such sensory substitutions.

Sensory Neurons with Attention : The approach involves feeding each sensory input into distinct neural networks without a fixed relationship with one

another. An attention mechanism is employed to allow these networks to communicate and form a coherent global policy.

Results: Experiments are conducted on different Reinforcement Learning (RL) environments to study the properties of permutation-invariant RL agents.

These include tasks like Cart-pole swing up, PyBullet Ant, Atari Pong, and CarRacing.

TANG, Yujin et HA, David. The sensory neuron as a transformer: Permutation-invariant neural networks for reinforcement learning.

Advances in Neural Information Processing Systems, 2021, vol. 34, p. 22574-22587.,code link

https://github.com/google/brain-tokyo-workshop
https://arxiv.org/pdf/2109.02869.pdf
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"Meta-Learning Bidirectional Update Rules [Sandler+ (Google), ICML21]

Objective: This paper introduces a generalized neural network with multiple neuron and synapse states. It shows that traditional gradient-based

backpropagation can be seen as a two-state network case. The paper proposes a framework where networks don't rely on gradients but use a

bidirectional Hebb-style update rule, parameterized by a shared low-dimensional "genome."

Methodology : The authors propose learning the rules for both forward and back-propagation of neuron activation from scratch, introducing a

generalization where neurons can have multiple states.

BLUR (Bidirectional Learned Update Rules) : Describes a set of multi-state update rules, enabling networks to learn new tasks without explicit

gradients. The meta-learned "genomes" can train networks on unseen tasks faster than gradient-based methods.

Meta-Learning the Genome: The process involves meta-learning genomes that can solve classification problems with multiple hidden layers. The

approach includes using both traditional optimization techniques and evolutionary strategies like CMA-ES (Covariance Matrix Adaptation

Evolution Strategy).

SANDLER, Mark, VLADYMYROV, Max, ZHMOGINOV, Andrey, et al. Meta-learning bidirectional update rules. In : International Conference on

Machine Learning. PMLR, 2021. p. 9288-9300, link

https://arxiv.org/pdf/2104.04657.pdf
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A Zero-Shot Language Agent for Computer Control with Structured Reflection [Li+ (Google), EMNLP23]

Objective: The paper introduces a zero-shot language agent capable of performing tasks in a live computer environment without needing expert traces or

extensive training on specific tasks. This agent can plan executable actions in a partially observed environment and iteratively learn from its mistakes through

self-reflection and structured thought management.

Methodology: The paper builds upon previous works using large language models (LLMs) for action generation and task completion in various environments.

It addresses the limitations of requiring expert traces for learning, proposing a zero-shot agent that adapts and learns autonomously.

Zero-Shot Learning Approach: The agent uses PaLM2, a recent LLM, and a unified instruction prompt set across different tasks, avoiding the need for task-

specific customization.

Structured Reflection and Thought Management: The agent employs a reflection mechanism to learn from exploration failures, using a structured thought

management strategy to improve performance over time.

LI, Tao, LI, Gang, DENG, Zhiwei, et al. A Zero-Shot Language Agent for Computer Control with Structured Reflection. EMNLP, 2023.

code, link

https://github.com/google-research/google-research/tree/master/zero_shot_structured_reflection
https://arxiv.org/pdf/2310.08740v3.pdf
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Generalization to New Sequential Decision Making Tasks with In-Context Learning [Raparthy+ (Meta), arxiv preprint23] 

RAPARTHY, Sharath Chandra, HAMBRO, Eric, KIRK, Robert, et al. Generalization to New Sequential Decision Making Tasks with In-

Context Learning. arXiv preprint arXiv:2312.03801, 2023. link

Objective : The goal is to enhance transformers for new sequential decision-making tasks using limited demonstrations, addressing limitations

in traditional transformers.

Methodology: The approach involves training on sequences of trajectories, emphasizing large model and dataset sizes, task diversity, stochastic

environments, and trajectory burstiness. This includes using a causal transformer model trained on multiple trajectory sequences.

In-Context Learning: The study evaluates the improved in-context learning ability on unseen tasks in diverse environments like MiniHack and

Procgen, demonstrating enhanced performance in adapting to new sequential decision-making challenges.

https://arxiv.org/pdf/2312.03801.pdf
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Supervised Pretraining Can Learn In-Context Reinforcement Learning [Lee+ (Stanford Univ.), arxiv preprint23]

LEE, Jonathan N., XIE, Annie, PACCHIANO, Aldo, et al. Supervised Pretraining Can Learn In-Context Reinforcement Learning. arXiv

preprint arXiv:2306.14892, 2023. link

Objective: The paper aims to explore the capability of transformers in in-context reinforcement learning (RL), focusing on decision-making

in bandits and Markov decision processes.

Methodology: Introduces the Decision-Pretrained Transformer (DPT), a supervised pretraining method for transformers, where they predict

optimal actions based on a state and in-context dataset of diverse task interactions.

In-Context Learning: Demonstrates DPT's ability to handle unseen reward distributions, generalizing to new offline and online decision-

making problems, and improving upon its pretraining data by exploiting latent structures. Theoretically, DPT aligns with Bayesian posterior

sampling, a sample-efficient RL algorithm.

https://arxiv.org/pdf/2306.14892.pdf
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Pearl: A Production-Ready Reinforcement Learning Agent [Zhu+ (Meta), arxiv preprint23]

ZHU, Zheqing, BRAZ, Rodrigo de Salvo, BHANDARI, Jalaj, et al.Pearl: A Production-ready Reinforcement Learning Agent. arXiv

preprint arXiv:2312.03814, 2023. link

Objective: Develop a versatile, production-ready RL agent addressing challenges like exploration-exploitation balance, partial

observability, and safety in decision-making.

Methodology: Pearl features modular components, including policy learners, exploration and safety modules, history summarization, and

replay buffers. It supports offline and online learning, dynamic action spaces, and integrates recent algorithmic advancements.

Application & Benchmarks: Demonstrates Pearl's effectiveness through various benchmarks, including classic RL tasks, neural contextual

bandits, and agent versatility tests. Highlights Pearl's adoption in industry applications like recommender systems and auction bidding.

https://arxiv.org/pdf/2312.03814.pdf
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Decision Transformer: Reinforcement Learning via Sequence Modeling [Chen+ (UC Berkeley), NeurIPS21]

CHEN, Lili, LU, Kevin, RAJESWARAN, Aravind, et al. Decision transformer: Reinforcement learning via sequence modeling.

Advances in neural information processing systems, 2021, vol. 34, p. 15084-15097. link, code

Objective: To reimagine RL as a sequence modeling problem, leveraging the simplicity and scalability of transformers for generative

trajectory modeling.

Methodology: The paper presents the Decision Transformer, an autoregressive model that, unlike traditional RL approaches, generates

optimal actions conditioned on desired returns, states, and past actions.

Novel Approach in RL: This framework shifts from conventional RL techniques, avoiding the need for value functions or policy gradients,

and instead models a wide distribution of behaviors. It shows promising performance in various tasks, including Atari, OpenAI Gym, and

Key-to-Door tasks, especially in sparse reward settings and long-term credit assignment.

https://arxiv.org/pdf/2106.01345.pdf
https://sites.google.com/berkeley.edu/decision-transformer


18

Rainbow: Combining Improvements in Deep Reinforcement Learning [Hessel+ (DeepMind), AAAI18]

HESSEL, Matteo, MODAYIL, Joseph, VAN HASSELT, Hado, et al. Rainbow: Combining improvements in deep reinforcement learning.

In : Proceedings of the AAAI conference on artificial intelligence. 2018. link, code

Objective: Investigate the compatibility and combined effectiveness of various DQN enhancements in reinforcement learning.

Methodology: Combines six key DQN improvements: Double Q-learning, Prioritized Experience Replay, Dueling Networks, Multi-step

Learning, Distributional Q-Learning, and Noisy Nets, tested on the Atari 2600 suite.

Integrated Approach Analysis: Presents a comprehensive analysis of how each extension contributes to overall performance, showcasing

Rainbow's superiority in data efficiency and performance on Atari 2600 games compared to standalone DQN enhancements

https://arxiv.org/pdf/1710.02298.pdf
https://github.com/Kaixhin/Rainbow
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Vision-Language Models as a Source of Rewards [Baumli+ (Google DeepMind) , arxiv preprint23]

Objective: Investigate the feasibility of off-the-shelf VLMs in deriving rewards for RL, enhancing agent performance in visual and language-

based tasks.

Methodology: Employs pretrained CLIP models to create text-based reward functions, focusing on achieving language-based goals in visual

environments like Playhouse and AndroidEnv.

Innovation in Reward Generation: Demonstrates how VLMs can train RL agents without environment-specific finetuning, showing that

larger VLMs lead to more accurate rewards and more capable agents.

BAUMLI et al. Vision-Language Models as a Source of Rewards. 

 arXiv preprint arXiv2312.09187, 2023. link, 

https://arxiv.org/pdf/2312.09187.pdf
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Do As I Can, Not As I Say: Grounding Language in Robotic Affordances [Ahn+ (Google), arxiv preprint22]

Objective: Develop a method to utilize language models for guiding robotic systems in executing complex tasks based on natural language

instructions.

Methodology: Combines the predictive capabilities of large language models (PaLM) with the practical affordances of robotic systems. The

language model generates task sequences, while the robotic system executes them based on its capabilities and environment understanding.

Novel Integration for Robotic Tasks: Showcases how combining language understanding with robotic action enables the execution of complex,

multi-step tasks in real-world settings. Demonstrates this integration's effectiveness in enhancing task planning and execution by a robotic

system.

AHN, Michael, BROHAN, Anthony, BROWN, Noah, et al. Do as i can, not as i say: Grounding language in robotic affordances. arXiv

preprint arXiv:2204.01691, 2022. link, code

https://say-can.github.io/assets/palm_saycan.pdf
https://github.com/google-research/google-research/tree/master/saycan
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Curriculum Learning for Cooperation in Multi-Agent Reinforcement Learning [Bhati+ (AI Redefined), NeurIPS23]

Objective: The study aims to explore and establish efficient training strategies for cooperative multi-agent systems, focusing on the type of

teammates and the sequence of their skill levels during training.

Methodology: The approach involves creating a population of teammate agents with varying skill levels and training a novice agent (the

student) with these teammates. It uses the game "Overcooked" as the test environment and examines the impact of different teammate skill

levels and curricula on the student agent's learning and team performance.

Innovative Approach in Cooperative Learning: The paper investigates the effects of training with teammates of different skill levels and

curricula (increasing vs. decreasing skill levels) on the student agent's learning and overall team performance. It finds that a curriculum of

teammates with decreasing skill levels often leads to better team rewards and learning outcomes for the student agent, compared to increasing

skill level curricula or training with a single pre-trained teammate.

BHATI, Rupali, GOTTIPATI, Sai Krishna, MARS, Clodéric, et al.Curriculum Learning for Cooperation in Multi-Agent Reinforcement

Learning. arXiv preprint arXiv:2312.11768, 2023, link

https://arxiv.org/pdf/2312.11768.pdf
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Critic-Guided Decision Transformer for Offline Reinforcement Learning [Wang+ (Shangai Univ), AAAI24]

Objective: The study aims to address limitations of Return-Conditioned Supervised Learning (RCSL) in offline RL, particularly in stochastic

environments and stitching scenarios, by introducing the Critic-Guided Decision Transformer (CGDT).

Methodology: CGDT combines the predictability of long-term returns from value-based methods with the trajectory modeling capability of

Decision Transformers. It integrates a learned value function (the critic) to guide policy training, ensuring alignment between target returns

and expected returns of actions.

Advancements in Offline RL: The paper highlights CGDT's effectiveness in handling stochasticity and stitching problems, which are challenges

for traditional RCSL. CGDT's integration of a value function bridges the deterministic nature of RCSL with the probabilistic characteristics of

value-based methods, advancing state-of-the-art in offline RL and expanding RCSL's applicability in various RL tasks.

WANG, Yuanfu, YANG, Chao, WEN, Ying, et al. Critic-Guided Decision Transformer for Offline Reinforcement Learning. arXiv

preprint arXiv:2312.13716, 2023. link

https://arxiv.org/pdf/2312.13716.pdf
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You Can’t Count on Luck: Why Decision Transformers and RvS Fail in Stochastic Environments [Paster+ (Toronto Univ.),
NeurIPS22]

Objective: The study aims to address the shortcomings of Reinforcement Learning via Supervised Learning (RvS) approaches, like Decision

Transformers, in stochastic environments. It identifies the issue of these models failing due to their reliance on trajectory returns, which can be

influenced by luck.

Methodology: The paper introduces ESPER (Environment-Stochasticity-Independent Representations), a method that conditions on average

cluster returns independent of environmental stochasticity. This involves using adversarial learning to cluster trajectories, ensuring that the

cluster assignments do not contain information about the stochastic outcomes of the environment.

Innovative Solution in Stochastic RL: The key innovation lies in ESPER's approach to learning and conditioning on environment-stochasticity-

independent representations. This allows for stronger alignment between target return and expected performance in real environments,

addressing the fundamental issue identified with existing RvS approaches in stochastic settings. The paper demonstrates the effectiveness of

ESPER in several challenging stochastic offline RL tasks, showing significant improvements over traditional conditioning on returns.

PASTER, Keiran, MCILRAITH, Sheila, et BA, Jimmy. You can’t count on luck: Why decision transformers and rvs fail in stochastic

environments. Advances in Neural Information Processing Systems, 2022, vol. 35, p. 38966-38979. link

https://arxiv.org/pdf/2205.15967.pdf
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PROGPROMPT: Generating Situated Robot Task Plans using Large Language Models [Singh+ (NVIDIA), IEEE23]

Objective: To enhance robot task planning by leveraging the strengths of LLMs in commonsense reasoning and code understanding. The goal is

to generate executable robot task plans that are adaptable to different environments and tasks.

Methodology: Introduces ProgPrompt, a prompting scheme that uses Pythonic program structures as prompts for LLMs. This method includes

import statements of available actions, lists of environment objects, and sample task plans as functions. The LLM generates task plans based on

these prompts, which are then executed by a robot in a simulated or physical environment.

Innovative Approach to Task Planning: ProgPrompt represents a significant advancement in robot task planning, demonstrating that LLMs can

be effectively used to generate detailed and executable task plans. This approach combines programming language prompts with LLMs' natural

language processing capabilities, resulting in more accurate and context-aware task plans suitable for diverse robotic applications. The paper

showcases the effectiveness of this method through experiments in both virtual and physical environments, highlighting its adaptability and

potential for wide-ranging real-world applications.

SINGH, Ishika, BLUKIS, Valts, MOUSAVIAN, Arsalan, et al.Progprompt: Generating situated robot task plans using large language

models. In : 2023 IEEE International Conference on Robotics and Automation (ICRA). IEEE, 2023. p. 11523-11530. link, code

https://arxiv.org/pdf/2209.11302.pdf
https://github.com/NVlabs/progprompt-vh
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Training language models to follow instructions with human feedback [Ouyang+ (OpenAI), NeurIPS22]

Objective: The goal is to align LMs with user intentions across a wide range of tasks by fine-tuning them with human feedback. The study aims to create models that are

more helpful, honest, and harmless, aligning better with user needs and ethical guidelines.

Methodology: The approach involves three key steps:

Supervised Fine-Tuning (SFT): Collecting demonstration data to train a supervised policy. Labelers provide demonstrations of desired behavior on input prompts.

Reward Modeling (RM): Collecting comparison data to train a reward model. Labelers rank model outputs, indicating preferences, and a reward model is trained to

predict human-preferred outputs.

Reinforcement Learning via Proximal Policy Optimization (PPO): Using the output of the reward model as a reward signal, the supervised policy is fine-tuned to

optimize this reward.

Advancements in Human-Aligned Language Modeling: This method marks a significant step in aligning LMs with human preferences. The process involves careful

collection and curation of human feedback to guide the training of LMs. The paper demonstrates that the InstructGPT models, which result from this process, show

improvements in following instructions, truthfulness, and reductions in toxic output generation, despite having fewer parameters compared to models like GPT-3. The

approach suggests that fine-tuning with human feedback is a promising direction for creating LMs that are more aligned with human intent and ethical considerations.

OUYANG, Long, WU, Jeffrey, JIANG, Xu, et al. Training language models to follow instructions with human feedback. Advances in

Neural Information Processing Systems, 2022, vol. 35, p. 27730-27744. link

https://arxiv.org/pdf/2203.02155.pdf
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Direct Preference Optimization: Your Language Model is Secretly a Reward Model [Rafailov+ (Stanford+), NeurIPS23]

Objective: To simplify the process of training LMs to align with human preferences, bypassing complex RL-based methods. It aims to directly

optimize LMs with human preferences using a new approach called Direct Preference Optimization (DPO).

Methodology: DPO involves a new parameterization of the reward model in RLHF (Reinforcement Learning from Human Feedback), enabling

extraction of the optimal policy in closed form. This method simplifies the training process by using a binary cross-entropy loss, avoiding the

need for sampling from the LM during fine-tuning or extensive hyperparameter tuning.

Innovative Approach in Preference Learning: The paper's central contribution is introducing a stable, efficient, and computationally

lightweight approach to align LMs with human preferences. DPO outperforms existing RLHF methods, such as PPO, in tasks like sentiment

modulation, summarization, and dialogue, while being substantially simpler to implement and train. The experiments demonstrate DPO's

effectiveness in fine-tuning LMs to human preferences, offering a new paradigm in preference-based LM training.

RAFAILOV, Rafael, SHARMA, Archit, MITCHELL, Eric, et al.Direct preference optimization: Your language model is secretly a reward

model. arXiv preprint arXiv:2305.18290, 2023. link

https://arxiv.org/pdf/2305.18290.pdf


CLIPORT: What and Where Pathways for Robotic Manipulation [Shridhar+ (Washington Univ.), PMLR22]

Objective: Develop an end-to-end framework, CLIPort, for language-conditioned robotic manipulation, integrating semantic understanding

and spatial precision for a variety of tabletop tasks.

Methodology: CLIPort combines CLIP for semantic understanding (what) with the spatial precision of Transporter (where), in a two-stream

architecture. It's trained on language-conditioned manipulation tasks, ranging from packing objects to complex actions like folding cloths.

Innovation in Robotic Manipulation: The paper's key innovation lies in its ability to ground abstract language instructions into precise physical

actions using a blend of semantic and spatial understanding. This approach enables robots to perform a wide range of tasks based on natural

language commands, showcasing data efficiency in few-shot settings and effective generalization to both seen and unseen semantic concepts.

27SHRIDHAR, Mohit, MANUELLI, Lucas, et FOX, Dieter. Cliport: What and where pathways for robotic manipulation. In : Conference

on Robot Learning. PMLR, 2022. p. 894-906. link, code

https://arxiv.org/pdf/2109.12098.pdf
https://github.com/cliport/cliport


VOYAGER: An Open-Ended Embodied Agent with Large Language Models [Wang+ (NVIDIA), arxiv preprint23]
Objective: The study aims to develop an embodied agent capable of continuous exploration, diverse skill acquisition, and making novel discoveries in Minecraft without human

intervention. VOYAGER is designed to be an LLM-powered agent that can self-improve through exploration and skill development.

Methodology: VOYAGER integrates three key components:

Automatic Curriculum: Maximizes exploration by suggesting new tasks based on the agent’s state and progress.

Skill Library: Stores and retrieves executable code representing complex behaviors, allowing for continual skill development.

Iterative Prompting Mechanism: Uses a novel approach for self-improvement by incorporating environment feedback, execution errors, and self-verification to refine

executable programs.

Innovation in Embodied Agents: VOYAGER represents a significant advancement in the field of AI and embodied agents. It successfully uses an LLM (GPT-4) to generate task

proposals and action plans in the form of executable code, effectively combining NLP capabilities with embodied control. This enables VOYAGER to perform a wide array of tasks

in Minecraft, demonstrating its strong in-context lifelong learning capabilities, and its ability to utilize learned skills in novel scenarios. The agent showcases significant

improvements in exploration, skill acquisition, and task execution, outperforming state-of-the-art techniques in various benchmarks within the Minecraft environment.

28WANG, Guanzhi, XIE, Yuqi, JIANG, Yunfan, et al. Voyager: An open-ended embodied agent with large language models. arXiv preprint

arXiv:2305.16291, 2023. link, code
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SECANT: Self-Expert Cloning for Zero-Shot Generalization of Visual Policies [Fan+ (NVIDIA), PLMR21]

Objective: The main goal is to achieve zero-shot generalization to unseen visual environments. The approach aims to improve the robustness of policy learning

against environmental variations in visual appearance while maintaining high performance.

Methodology: SECANT employs a two-stage training process:

Expert Policy Training: An expert policy is trained using RL with weak augmentations like random cropping. This step focuses on achieving high-

performance policies.

Student Policy Distillation: A student network learns to mimic the expert policy but with strong augmentations (e.g., cutout-color, Gaussian noise, Mixup,

Cutmix). This helps the student develop robust visual representations, making it less sensitive to environmental variations compared to the expert.

Zero-Shot Generalization: SECANT demonstrates significant improvements in zero-shot generalization across various domains, including DeepMind Control,

robotic manipulation, vision-based autonomous driving, and indoor object navigation. The method outperforms state-of-the-art approaches, often by wide

margins, showcasing its effectiveness in handling unseen visual environments without the need for further training or adaptation at test time.

29FAN, Linxi, WANG, Guanzhi, HUANG, De-An, et al. Secant: Self-expert cloning for zero-shot generalization of visual policies. arXiv

preprint arXiv:2106.09678, 2021. link, code
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Open X-Embodiment: Robotic Learning Datasets and RT-X Models [Padalkar+ (Google DeepMind), arxiv preprint23]

Objective: The study aims to assess whether large-scale, diverse datasets can enable generalist robotic policies that adapt efficiently to various

robots, tasks, and environments.

Methodology: It introduces the RT-X models, trained on data from multiple robotic platforms, and an Open X-Embodiment Dataset, assembled

from 22 different robots demonstrating 527 skills across 160,266 tasks.

Significance in Robotic Learning: The paper demonstrates that high-capacity models trained on this dataset, termed RT-X, show positive

transfer and enhanced capabilities across multiple robotic platforms by leveraging experiences from different robots. This approach marks a

significant advancement in the field of robotics, pushing the boundaries of robotic learning towards more versatile and adaptable systems.

30PADALKAR, Abhishek, POOLEY, Acorn, JAIN, Ajinkya, et al.Open X-Embodiment: Robotic learning datasets and RT-X models. arXiv

preprint arXiv:2310.08864, 2023. link, code
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PaLM-E: An Embodied Multimodal Language Model [Driess+ (Robotics at Google), arxiv preprint23]

Objective: Develop an embodied multimodal language model, PaLM-E, that integrates continuous sensor data from embodied agents, enabling it to

perform various tasks, from robotic manipulation planning to visual question answering.

Methodology: PaLM-E uses multimodal sentences combining text and continuous inputs like images or 3D representations. It's trained end-to-end on

tasks including robotic manipulation, visual QA, and language tasks, leveraging a large-scale dataset encompassing diverse domains.

Innovative Approach in Embodied AI: The paper demonstrates how PaLM-E can address a variety of embodied reasoning tasks across multiple

embodiments, showing positive transfer from diverse joint training. PaLM-E's integration of vision and language with embodied reasoning represents

a significant advancement in AI, allowing for more efficient and adaptable agents in real-world applications.

31DRIESS, Danny, XIA, Fei, SAJJADI, Mehdi SM, et al. Palm-e: An embodied multimodal language model. arXiv preprint

arXiv:2303.03378, 2023. link
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BridgeData V2: A Dataset for Robot Learning at Scale [(Walke+ (UC Berkeley), CoRL23]

Objective: The aim is to facilitate robot learning research by providing a dataset supporting broad generalization to novel tasks, environments, and

institutions. It emphasizes task conditioning through goal images or natural language instructions.

Methodology: BridgeData V2 comprises 60,096 trajectories across 24 environments with 13 skills. It's designed for multi-task learning and supports

various robot learning methods.

Dataset Significance: The dataset's diversity enables better generalization and its compatibility with different learning methods demonstrates its

utility for scalable robot learning.

32WALKE, Homer Rich, BLACK, Kevin, ZHAO, Tony Z., et al.Bridgedata v2: A dataset for robot learning at scale. In : Conference on

Robot Learning. PMLR, 2023. p. 1723-1736. link, code
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R3M: A Universal Visual Representation for Robot Manipulation [Nair+ (Stanford Univ.), CoRL22]

Objective: Explore the potential of pre-trained visual representations from human videos in enabling data-efficient learning for robotic

manipulation.

Methodology: Focuses on pre-training a visual representation (R3M) using the Ego4D human video dataset with techniques like time-

contrastive learning, video-language alignment, and L1 sparsity penalty, aiming for a compact and task-relevant representation.

Innovation in Robotic Manipulation: Demonstrates that R3M improves task success significantly compared to training from scratch or using

other state-of-the-art visual representations. R3M enables a robot to learn a range of manipulation tasks in real-world settings with minimal

demonstrations, suggesting its potential as a standard vision model for robotic manipulation.

33NAIR, Suraj, RAJESWARAN, Aravind, KUMAR, Vikash, et al.R3m: A universal visual representation for robot manipulation. arXiv

preprint arXiv:2203.12601, 2022. link, code
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VoxPoser: Composable 3D Value Maps for Robotic Manipulation with Language Models [Huang+ (Stanford Univ.), CoRL23]

Objective: Develop VoxPoser, a framework that utilizes large language models (LLMs) to guide robotic manipulation tasks via language instructions.

The goal is to enhance robot interaction and task execution using natural language.

Methodology: VoxPoser combines LLMs with 3D value map composition for task planning and execution. It employs LLMs to interpret language

instructions and generate actionable tasks. These are then translated into 3D value maps, guiding robots in physical environments.

Innovation in Robotic Manipulation: The paper showcases VoxPoser's ability to understand and execute a wide range of manipulation tasks through

language instructions. It demonstrates how LLMs can be utilized to extract actionable knowledge for robotic manipulation without extensive task-

specific training, offering flexibility and efficiency in robotic applications.

34HUANG, Wenlong, WANG, Chen, ZHANG, Ruohan, et al.Voxposer: Composable 3d value maps for robotic manipulation with language

models. arXiv preprint arXiv:2307.05973, 2023. link, code
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VIMA: General Robot Manipulation with Multimodal Prompts [Jiang+ (Stanford Univ.), ICML23]

Objective: Develop VIMA, an agent for robotic manipulation, capable of interpreting multimodal prompts for a wide range of tasks, thus

enabling more intuitive and flexible task specification in robotics.

Methodology: VIMA utilizes a transformer-based architecture, processing multimodal prompts (a combination of textual and visual tokens) to

generate motor actions. The system is tested on VIMA-BENCH, a new benchmark with diverse, procedurally-generated tasks for systematic

evaluation.

Innovation in Robotic Task Specification: VIMA's key contribution is its ability to unify various robot manipulation tasks into a single framework

using multimodal prompts. This innovation simplifies task specification and allows for more generalizable, efficient, and scalable learning and

execution in robotic systems.

35JIANG, Yunfan, GUPTA, Agrim, ZHANG, Zichen, et al. Vima: General robot manipulation with multimodal prompts. arXiv, 2022.
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Language to Rewards for Robotic Skill Synthesis [Yu+ (Google DeepMind), arxiv preprint23]

Objective: The study aims to bridge the gap between high-level language instructions and low-level robotic actions by leveraging LLMs to specify

reward functions that guide robotic behavior.

Methodology: The approach involves a system with a Reward Translator, which interprets user input and transforms it into a reward specification.

This is combined with a real-time optimizer, MuJoCo MPC, for interactive behavior creation, allowing immediate feedback and adjustment.

Innovation in Robotic Control: The paper's innovation lies in using LLMs for reward function generation, enabling a more flexible and intuitive

method for controlling robots. It demonstrates this method's effectiveness with various tasks on simulated quadruped and dexterous manipulator

robots and validates it on real robot hardware. The system shows a significant improvement over traditional methods, handling complex

manipulation skills and diverse locomotion tasks based on language instructions.

36YU, Wenhao, GILEADI, Nimrod, FU, Chuyuan, et al. Language to Rewards for Robotic Skill Synthesis. arXiv preprint arXiv:2306.08647,

2023. link, code
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Code as Policies: Language Model Programs for Embodied Control [Liang+ (Robotics at Google), IEEE23]

Objective: Develop a method where robots translate natural language commands into policy code, using large language models (LLMs) trained on

code-completion.

Methodology: Utilizes code-writing LLMs to process natural language commands and autonomously generate robot policy code. This involves

integrating classic logic structures and third-party libraries for spatial-geometric reasoning and precise control.

Innovative Robotic Control Approach: The paper presents a unique way of leveraging LLMs for robotic manipulation and control. This approach

allows robots to interpret natural language instructions and generate policies that react to sensory inputs, showcasing the potential of LLMs in

complex, real-world robotic applications.

37LIANG, Jacky, HUANG, Wenlong, XIA, Fei, et al. Code as policies: Language model programs for embodied control. In : 2023 IEEE
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Isaac Gym: High Performance GPU-Based Physics Simulation For Robot Learning [Makoviychuk+ (NVIDIA), arxiv
preprint21]

Objective: Develop a GPU-accelerated training platform for robotics tasks, enhancing simulation and training efficiency in robotics RL.

Methodology: Isaac Gym uses a GPU-based physics engine and a PyTorch tensor API, allowing direct data transfer between physics simulation

and neural network policy training without CPU bottlenecks.

Simulation and Training Performance: The platform demonstrates significant speed improvements in training complex robotics tasks on a

single GPU, surpassing traditional CPU-based simulators in efficiency and scalability. This advancement opens new possibilities for

sophisticated and efficient robotic learning systems.

38MAKOVIYCHUK, Viktor, WAWRZYNIAK, Lukasz, GUO, Yunrong, et al. Isaac gym: High performance gpu-based physics simulation
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Instruct2Act: Mapping Multi-modality Instructions to Robotic Actions with Large Language Model [Huang+ (Shanghai
Univ., ICLR24]

Objective: Develop a system (Instruct2Act) using LLMs to translate diverse instructions into executable robotic actions, enhancing flexibility in

robotic manipulation tasks.

Methodology: The approach integrates language and visual understanding, using LLM-generated Python programs to form a perception-action loop.

This includes using APIs to access various foundation models (like SAM and CLIP) for object identification and classification.

Innovation in Robotic Task Execution: Instruct2Act demonstrates adaptability in handling various instruction types and inputs, translating complex,

high-level instructions into precise robotic actions. The framework is tested in different scenarios within tabletop manipulation domains, showing

significant performance improvement over existing methods, particularly in zero-shot settings.

39HUANG, Siyuan, JIANG, Zhengkai, DONG, Hao, et al.Instruct2Act: Mapping Multi-modality Instructions to Robotic Actions with
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LLM+P: Empowering Large Language Models with Optimal Planning Proficiency [Liu+ (Texas Univ.), CoRR23]

Objective: The paper's primary goal is to enable LLMs, such as GPT-4, to solve planning problems accurately by integrating them with classical

planners.

Methodology: LLM+P involves using LLMs to transform natural language descriptions of planning problems into the Planning Domain Definition

Language (PDDL), then leveraging classical planners to find optimal solutions, which are translated back into natural language.

Innovative Approach in Planning: This research demonstrates a significant advancement in the field of AI planning, where LLMs are used not as

standalone solvers but as translators between natural language and formal planning languages. This allows for the generation of accurate and optimal

plans, enhancing the planning capabilities of LLMs.
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Task and Motion Planning with Large Language Models for Object Rearrangement [Ding+ (Bighamton Univ.), IROS23]

Objective: The research focuses on enhancing robot planning methods with common sense for object rearrangement, using LLMs to generate

symbolic spatial relationships between objects, and grounding them in different geometric spatial relationships for task and motion planning.

Methodology: LLM-GROP first uses an LLM to determine symbolic spatial relationships between objects (e.g., a fork and a knife being on the left and

right, respectively). These relationships are then grounded into geometric spatial relationships, evaluated for feasibility by a motion planning system.

Innovation in Robotic Task Planning: The study showcases LLM-GROP's ability to transform natural language commands into human-aligned object

rearrangement in various environments. It demonstrates improvements in user satisfaction and maintains comparable cumulative action costs,

showing LLM-GROP's practicality in real-world scenarios with a mobile manipulator.
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Reflexion: Language Agents with Verbal Reinforcement Learning [Shinn+ (Northeastern Univ.), NeurIPS23]

Objective: Develop a method for reinforcing language agents using verbal feedback instead of traditional weight updates. Reflexion focuses on

improving decision-making in agents through reflective text stored in episodic memory.

Methodology: Reflexion agents verbally reflect on task feedback, maintaining a reflective text in an episodic memory buffer. This method aims to

enhance decision-making in subsequent trials by incorporating different types of feedback (scalar values or free-form language).

Key Innovation: Reflexion represents a shift from conventional reinforcement learning, using linguistic feedback to direct agents towards improved

performance. It has shown significant improvements across diverse tasks, including sequential decision-making, coding, and language reasoning,

achieving notable accuracy in benchmarks like the HumanEval coding task.
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